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● OpenMP and OpenACC
○ Directive-based programming models that 

target heterogeneous systems. 
○ Specifications are evolving as we speak to 

accommodate the needs of application 
developers.

○ This project focuses on the OpenMP SOLLVE & 
OpenACC Validation and Verification testsuites 
that evaluate compilers’ compliance with the 
specification and identifies ambiguities in the 
specification. 

OpenACC Code Example:

OpenMP Code Example:

Jetstream Setup: 
● Processor: 1-8 Intel(R) Xeon(R) Gold 6130 CPU @ 

2.10Ghz, 47GB RAM
● Accelerator: GRID V100X-16Q
● Operating System: Ubuntu 18

Results on Jetstream: 

This table displays results from both OpenMP & 
OpenACC on the XSEDE Jetstream HPC system. 

● These tests use the Nvidia NVHPC SDK suite with 
the OpenACC and OpenMP compilers. 

● As shown in the table the OpenMP Offloading 
testsuite is comprised of two versions while the 
OpenACC V&V is an all inclusive testsuite of each 
OpenACC version. 

OpenMP

Examples of OpenMP and OpenACC test pass/fail 
table. Tests can either pass (PASS), compilation fail 
(C.FAIL) or runtime fail (R.FAIL).

OpenACC

Tables show importance of not only the compiler, but 
the system architecture it is running on.

  More Results found here

Introduction

Project Goals

Approach

Results Test Format

A screen capture of the OpenMP SOLLVE website’s 
results page.
● While the results in this poster are focusing on IU’s 

Jetstream, the OpenMP SOLLVE V&V Testsuite is also 
running on OakRidge National Laboratorys 
Summit, Spock, Tulip, and Cori HPC systems.

● Work in progress entails writing test cases for 
OpenMP 5.1 and OpenACC 3.1 

Discussions

1. Create unit tests based on the specification of 
the directives. 

2. Discuss whether bugs are caused by 
Specification issues or an Implementation bug.

3. Report bugs to OpenMP/OpenACC or vendors 
respectively. 

4. Organize & display tests’ compiler & runtime 
outcome, on systems where the tests ran.

Flowchart displaying process of writing 
OpenMP/ACC tests. 

Writing Tests:
● Specifications, which narrates definitions of 

features and their clauses that are to be 
analyzed.

● Tests are written which would not pass if the 
directive does not function correctly.

Test Analysis:
● Has the directive in the test adhered to the 

definition in the specification?
● If the test passes, a pull request (PR) to the 

testsuite is made approved by another team 
member.

● If it fails, bug reports are sent to vendor.
● Rare case of unclear or misleading directive 

definitions are discussed with the organizations.

#pragma acc data copyin(a[0:n])

       #pragma acc parallel copyout(b[0:n])

           #pragma acc loop

           for (int x = 0; x < n; ++x)

               b[x] = a[x];

#pragma acc parallel for

for(int i=1; i<N; i++){

#pragma omp task depend(inout:x) shared(x)

x=i;

#pragma omp task depend(inout: y) shared(y)

y=i;

#pragma omp taskwait depend(in:x)

OMPVV_TEST_AND_SET(errors, x != i);

#pragma omp taskwait depend(in: x,y)

OMPVV_TEST_AND_SET(errors, y!= i && x!= i);

}
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