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OpenMP has evolved to meet the rapid development OpenMP abstract machine for offloading features is
in hardware platforms including heterogenous host centric: Offloading directives hint the compiler

programming. DOE applications tend to push the to create device executable regions of code, as well
bleeding edge of features ratified in the OpenMP as code and data movement between host and
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specification and tend to expose the rough edges of device. DATA .
the features’ implementations. The software harness || OpenMP frees the programmer from bookkeeping Host ' Devices
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include Cray, Clang, Flang, XL and GCC compilers which compilation of code for host and device. | _ _ _TARGETOFFLOADING |
claim partial support for the latest features in OpenMP OpenMP 4.5 in particular provides more control to |[ #om target | ot ragon
4.0+. This work focuses on evaluating such support the programmer to handle data movement between (“Thread team | l
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OpenMP 4.5 specification. We see this as a synergistic
effort to help identify and correct features that are

required by DOE applications and prevent deployment Conditional execution of code in device #pragma omp target map(tofrom: myVar) if(myCondition) device(2)
delays later on. { myVar++; |}
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{E——— The map_ Il function (line 6) uses target s o et s gl i taeo e Each row of the matrix to each of the @
5| #pragma omp target enter data map(to:head[:1]) 1 . . 5| #pragma omp target map(from: h_matrix [dev+N:N]) device (dev)
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25| #pragma omp target exit data map(from:head[0].next[0].data) . . . H 2| }
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e o o oo o111 EFP a.ppl|ca.t|on. It uses the declare target | e mcvm - 1 inside the method of a class with a target region (lines 6-
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L procedures and global variables can be ! e static variable (VAR) and map it to and from the device.
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ReslType <& geDats () { setarn X; } encountered, device-specific versions of "7 o it i b e Task dependencies:
RealType + getData() const { return X; } i (] 6| #pragma omp task depend(out: in_1) shared(in_1)
1 a0 com (e e | tE FOUtines are created that can be called = s (AR Task graph composed of host tasks
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I to the host (line 52).
Methodology Results We are currently developing a test suite to asses the level of coverage of the OpenMP
o T e, 1 —— 4.5 specifications by the different compiler implementations. We have put together a
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